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A Futurist’s Near-Term View 
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Presentation Notes
Here’s a view of the future or really, a futurist’s version of the near-term.  We all await Amazon’s delivery via drone or perhaps pizza?  Google’s self-driving car prototypes have logged hundreds of thousands of miles.  Georgia Tech created a microchip barely larger than a grain of sand that can transmit 3D pictures of your heart from within your heart.  Those of you who love space and/or 3D printing, might have caught the recent story about the space station printing a much-needed socket wrench.  The first time a tool had been emailed to the space station.  These visions of the future and the almost now, have one thing in common…



The Future Depends on Data 

 Self-driving car dependencies 
 Weather 
 Maps, Geography (2D/3D) 
 Peer sensors (other cars) 
 Crowdsourced data  

(e.g. Waze)  

 Challenges 
 Amount of data 
 Different types of data 
 Putting the data together for use 
 Making sense of the data 
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They all depend on data.  Take the self-driving car example.  Many datasets are needed for the car to know where to drive, to understand road conditions, to avoid hitting other cars and to take advantage of crowdsourced data.  This also illustrates several challenges common to the projects of today: the amount of data needed for navigation is very large just think of all street and topographical maps.  Some data is static or doesn’t change often, such as street maps.  Some is constantly changing, such as cars in your vicinity.  This is an example of streaming or real-time data.  It is not simple to put together or integrate so many types of data.  Then once you do, it often takes the specific skill to not only call out what is important, but to transform it into a useful, digestible, often visualization.



What is Big Data? 

 “Big data is messy data because it’s all the data.” cb 

 The four V’s of Big Data 

Chaitan Baru, SDSC & NSF  

Credit: IBM 2012 

 NIST – Big Data Working Group 
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So what is big data?   In a word, it is more accurate to call it messy data. “Big data is messy, because it’s all the data” (data that’s dirty, data that’s cleaned up, data that you collected, data that someone else collected, data your/or someone else collected for some other purpose, data that’s recent, data that’s old, etc etc—you get the point)  This is a definition being promoted by SDSC’s Associate Director of Data Sciences Initiatives and now Associate Director of Data Initiatives, Dr. Chaitan Baru.  We do have some common parameters that help us tease out and agree if something is “big data” called the Four V’s.   Going back to our self-driving car example.  We talked about how massive amounts of map, topographical and weather data is required.  We also have velocity of data – we constantly need to monitor weather changes, road condition changes, other cars and objects.  Many sensors – for example temperature or energy monitoring are in the second class of data.  Variety, this is where things get really messy.  Some data looks great, can be loaded into a database or even Excel whereas some is a not ready for Excel or Oracle or even a text editor.  It might be that you have images streaming in from a traffic camera on the freeway.  That needs to be integrated into decisions the car makes or that are presented to those its driving or picking up.  Veracity defines the level of trust we can assign to the data.  If it’s not very trustworthy, we need to develop special ways to include the data, but perhaps give it less weight in routing decisions.  Think of a tweet about traffic – would you reroute on it alone?  What if one could aggregate key words from thousands of tweets and factor that into routes?  Note that there are other V’s that have emerged and some discuss the 5 or 7 V’s.  To really make sense of things, NIST, the National Institute of Standards and Technology has a Big Data Working Group.  They have built not just definitions but taxonomies, requirements, impact on security and reference architectures.  SDSC has a few people involved in these efforts.  Hopefully you have a better grasp of what big data really means.  



Source: Cisco 

(IoT) 
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The Internet of Things or IoT for short, is a new class of big data use cases and is greatly contributing to the rise in data generated or data growth.  This graphic describes it well – it’s everything connected to the internet that is not a person, but a thing, an inanimate object.  Some of these items have been tracking data for a long time, prior to ubiquitous internet.  Think of Nielsen ratings that come from tracking individuals’ TV watching preferences.  But with reliable and excellent coverage, We take for granted our devices’ ability to access the internet.  The Internet of Things includes transportation objects like cars, planes, trucks and even bicycles.  Every time I get in my all electric car, it connects wirelessly on its own to update nearby charging stations, to receive road conditions.  Early in car navigation systems periodically used to need updates loaded via CD.  No more.  The Internet of Things includes smart health devices like the FitBit on your wrist or your bluetooth scale – scary!  Last year we replaced our thermostats with Nests.  They connect via the wireless network in our home so we can remote control the heat or AC.  It can be your sweatshirt embedded with heart rate monitors.  The Internet of Things when considered as a whole, that is many devices streaming data -  fits the four V’s of Big Data, especially volume, velocity and variety.  



Smart City – IoT + Big Data 

Natasha Balac,  
Director Predictive 
Analytics Center of 
Excellence (PACE), 
SDSC 
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An example of an IoT, big data project underway at UC, is the Smart City San Diego project.  SDSC’s Natasha Balac is one of the lead’s on the project.



Data Expertise Needed 
• Machine Learning 
• Data Integration 
• Data Mining 
• Predictive Analytics 
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The aim is to take all of the devices that make up the IoT, especially energy and water meters and to learn in a six buildings in Downtown San Diego, what to expect with usage.  Once models are created, the project will look at controlling some of the devices in buildings, such as automatic lighting and HVAC for heating and cooling, to turn on and off based on when people are in the building.  This project relies on expertise in Machine Learning  - where algorithms are employed to learn from data rather than having computers follow a rigid set of instructions.  It also requires data integration and datamining to make the variety of data sources work together and that relevant information is gleaned.  It requires predictive analytics to look at the models created and to try to anticipate what will occur next.  These are all areas of a new emerging field.



Big Data  Data Science at UC 

 UC San Diego 
 SDSC Institute 

for Data Science 
 MAS Data 

Science & 
Engineering 

 Masters in 
Business 
Analytics 

 Extension: Data 
Mining 
Certificate 

 UC Berkeley 
 Undergraduate  
 Online Masters  

Info & Data 
Science  

 UC Davis - initiative 
underway 

 UCSC – capital 
campaign, initiative 

 UCI  
 Datascience.uci.ed

u 

 Extension - 
Predictive 
Analytics 
Certificate 

 UCLA Extension 
courses 

 NIH – BD2K 
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The real topic to discuss is not big data, but Data Science.  Depending on when you joined UC, we didn’t even use to have a Computer Science department.  We might have had Applied Mathematics or Electrical Engineering.  Over time the new field emerged and became its own area with its own specialties.  The same thing is occurring now with Data Science.  It’s a new field with significant complexity on its own and its coming out of a combination of places.  It’s surely part computer science, but also statistics and various domain specific practices. This great graphic illustrates just how multidisciplinary data science is.  Programs exist and are being developed around the UC system.  UC San Diego’s is targeted at professionals and takes place alternating Fridays and Saturdays at our Rady School of Business.  It’s a joint program between SDSC and CSE.  Berkeley has an online masters and a campus-wide Data Science research initiative (the Berkeley Institute for Data Science).  There is a campus task force charged with mapping out Data Science Education for all undergraduates at Berkeley.  These are just some of the activities at UC.  On the research side, much is underway.  One notable program at the NIH is the BD2k – Bringing Data to Knowledge.  It is funding several programs across UC.  SDSC is involved in one awarded to UCSD to create training and a platform for biomedical big data.  Rommie Amaro is lead.  UCSD has a second creating MOOCs for bioinformaticists headed by CSE’s Pavel Pevzner.  Another project at UCLA headed by Christopher Lee is creating free/open courseware and tools for teaching big data.
If you know of them, please comment at the end during our Q&A.  You might have noticed my title is in IT and wondered what the connection to big data might be. 




How do you do Big Data? 

SDSC houses both big data  
resources and expertise  

 Modeling & simulation 
 Parallel computing 
 Energy efficient computing 
 Database systems 
 Data mining 
 Data modeling 
 Data integration 
 Data management 
 Data processing workflows 
 Datacenter management 

 

 

Big Data : Data Science :: Supercomputing : Computational Science 
 
Supercomputer = High Performance Computing (HPC) 

Coming soon! 
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The simple answer is one needs infrastructure like networking, servers and a place to put things as well as expertise – people who know how to handle messy data at scale and to take care of the infrastructure.   Pictured is our big Gordon supercomputer.  The term used a lot around our halls is HPC, which stands for high performance computing.  Our new system Comet is about six times larger at 2 Petaflops and will come online this Spring.  The Supercomputer Center definitely has big computers as the name suggests, but our real specialty is computing at scale.  In other words, we do stuff that is super hard or impossible to store and compute with regular sized servers. We at SDSC have been doing big data or messy data for a very long time.  Another lesser known fact is that we have over 100 data science researchers. Big data is to Data science as Supercomputing is to Computational science. The availability of really fast computers changed the game, leading to a new specialty called “computational science”, where by now we have computational “everything”. Similarly, the easy availability of lots of data creates the opportunity for a new science, that we now call Data Science.  Since data is even more powerful (ubiquitous, really) than computing, thus, Data Science is not just a new specialty area—it is a new discipline.




Recent Big Data Projects 

 Genomic data and social networks 
Friends tend to be genetically related -like  ~4th cousins. 
Christakis & Fowler, UC San Diego on Gordon 

 Studying high frequency trading 
Min Ye, U. Illinois on Gordon  

 3D Modeling of Animal Space Use 
San Diego Zoo, USGS and SDSC 
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These are some highlights from recent big data projects done at the Center.  The first by two UCSD professors paired genomic data and social networks, also called graph databases to data scientists.  It found that people tend to choose friends of similar genetic makeup.  The HFT study looked at when large numbers of orders are placed and then canceled to generate congestion.  As I understand it, one of the outcomes of the study showed that HFT wasn’t necessarily bad for the market.  In the last project example, condors were outfitted with sensors and the space they inhabit, 3D was modeled.  In a related project, it was shown that the endangered species lived above the space where wind turbines were the be constructed, despite an overlap of the 2D geography.



Ilkay Altintas, SDSC 

A Scalable Data-Driven Monitoring, Dynamic Prediction 
and Resilience Cyberinfrastructure for Wildfires  

http://WIFIRE.ucsd.edu  
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A significant project both for UC as well as for me personally, is the Wifire project, with leadership from SDSC’s Ilkay Altintas.  May 14th last year is a day many of us remember well.  My own home was within a mile of three fires and we were under mandatory evacuation for the better part of a week.  The images above are from SDSC’s HPWREN – a high speed network that extends to San Diego county’s back country.  


http://WIFIRE.ucsd.edu


What is lacking in disaster management 
today is a system integration of  
 
• real-time sensor networks 
• satellite imagery 
• near-real time data  

management tools 
• wildfire simulation tools 
• connectivity to emergency command 

centers  
 

before, during and after a firestorm. 
 

http://tinyurl.com/wifire_latimes 
 

WIFIRE – Big Data Integration 
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Wifire integrates all of these components – real-time sensor networks, satellite imagery and other systems to create a disaster management system for before, during and after a firestorm.  Wifire monitors wide parts of the remote regions of San Diego using the HPWREN network and its sensors.  They model weather, fuel combustibility and are creating models for predicting fire.  It also pairs information from many data sources including topographical maps to model how a fire will behave and where it will travel based on wind models, geography and fuel.  The goal is to create data-driven models that aid first responders and protect communities.  If you’d like to read more, check out the LA Times story at tinyurl.com/wifire_latimes


Researchers like Ilkay, Natasha and Chaitan need all types of computing platforms to store and compute their research data.  Because of that, my division IT Systems & Services is constantly trying to offer technologies required for their projects, especially newer ones they may wish to gain a better understanding of in order to optimize services.  One example is SDSC Cloud.  Before we talk about it, let’s talk about the term “cloud.”




What’s “cloud?” 

 Cloud is a business model. 

 Cloud is new technologies, e.g. 
Object-based  
storage 

 Cloud is location 
 Public – Dropbox, Amazon 

Web Services, Rackspace 
 Private – Your own cloud, e.g. 

SDSC Sherlock  
(Health) Cloud 

 Hybrid – Your own cloud 
replicating to Amazon 
 

 Cloud is layers (LayerS ?) 
 IaaS – Infrastructure as a 

Service 
 PaaS – Platform 
 SaaS – Storage or Software 
 DaaS – Data as a Service 

 Big data architectures 
increasingly cloud-based, e.g. 
Netflix on AWS 

 Scales elastically horizontally 
(keep adding more capacity) 
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You might have wanted to ask this and feel like you should know.   Or you might be completely sick of hearing about things going to the cloud or of seeing endless adds promising to keep your data in the cloud.  In its broadest sense, cloud is a business model.  Network diagrams have always used a cloud to denote the internet or the other side of the wire.  Here’s a really early diagram with a very ugly cloud!  Much of what is in the cloud is simply just servers like the ones you or your IT groups manage, but somewhere else connected via the internet.   When you hear that things are moving to the cloud, it simply means rather than use local hardware or servers, you will utilize a service hosted or managed at another facility.  Some software has moved to the cloud which means you can use your web browser instead of an application stored locally.  This can have tremendous advantage.  For example, I keep my addresses on a Google spreadsheet.  I can pull it up at home, at work or on my phone.  Changes I make in one place are available from any other device.  The other important aspect is that cloud is not a machine that I own and exclusively use, but a set of machines rented out and/or pooled together.  If I need a lot of extra space for a short time, I can buy that.  I could back up my laptop to the cloud, transfer the data to a new machine and then remove the data from the cloud.  This is cloud as an elastic resource.  The cloud is also location.  You may have heard the terms, private, public and hybrid cloud used.  Public clouds are the services you likely use now – dropbox. You may have heard of Amazon Web Services (AWS).  Private clouds are often used for data that needs special protection, such as SDSC’s Sherlock Cloud used for projects that analyze Medicare data.  A hybrid cloud simply means you mix the two.  You might have data local in your private cloud and send all or part up to Amazon for a second copy.  Cloud is layers.  This is where all of the funny capitalization that makes English majors crazy.  Aas means as a service prepended by a noun such as infrastructure – bare bones or storage – space to put stuff.  These are not regulated and new ones pop up all the time.  We at SDSC offer all of those listed, but are particularly concentrated on Data as a Service where our researchers layer services on top of cloud resources, such as scientific workflow management.  Big data architectures are increasingly cloud-based.  Netflix is a great example.  This is because one can easily add more capacity to cloud resources.


Now there are services that I would call “the real cloud.”  That is, the cloud model has ushered in a new suite of technologies that span storage, compute and networking.  Some incrementally different, some very different.  One of the very different technologies, is cloud storage aka object-based storage.  



Object-based Storage:           SWIFT 

 3 copies kept 

 Object-Based vs. File-
Based Storage 
 Directories and files 

vs. objects and 
containers 

 Applications immature 

 Third party devices 

c:/docs/kitten.jpg  
 
https://cloud.sdsc.edu/AUTH_8766e-3n76-7kkv-76a8-1hhf8765435/CONTAINER/kitten.jpg 
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This is object-based storage, one of the new technologies unique to cloud.  This looks really complicated, but all you need to understand is that a piece of data is stored three times, making it very resilient to data loss.  Each of the three copies is stored on a node made up of many disk drives.  Those nodes are just banks of servers from Dell or HP.  They aren’t different necessarily than servers that run the more traditional storage.  This is cloud as a technology.  The idea is that it is extremely unlikely three hard drives would fail at the same time.  When one copy is lost, due to hard drive failure, the system knows to make another copy of the data, bringing it back up to three copies.  It’s relatively new compared to the traditional methods of storing data as files in directories.  At the bottom is an example of a path or location where a hypothetical picture of a kitten resides.  The first is file-based.  That is files reside in folders on a drive, in this case the local hard drive of your desktop.  The bottom is a path to the same image, but stored as an object in a container on a cloud storage device.  You might imagine this is a big change for programs that expect to be able to save items on a specific local drive in a folder.  Over time as more applications move to the web, more will work in this manner.  In the interim, there are appliances that act as go between the object based storage and old applications.  SDSC is using OpenStack SWIFT technology to power our cloud that resides in San Diego and Oakland.



SDSC Cloud 2.0, so what? 

 Elastic resources crucial to support science 
 Storage, compute bursts 
 Short-term virtual machine (VM) needs 
 Untenable storage requirements  
 Advantageous economics: 

Pay for usage, not allocation, 
no equipment purchase 

 Platform for scientific computing 
 ‘Under the hood’ access 

 Immense value to developers 
 Risk mitigation for cost overruns 
 Collaborate with SDSC Cloud Consulting Team 

 DaaS - Value-added services bundling 
 Scale out to commercial clouds, create hybrid cloud services 

 Storage (3.5 PB) 
 
 
 

 Cloud Compute 
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Why is cloud relevant to the topic of Big Data?  It is very important for supporting science.  Projects require resources for a short period of time, especially those with short-term, large storage requirements can get what they need for the period needed.  You pay for what you’re using, not what you would like to use.  At SDSC, we’ve developed the next iteration of our cloud that puts compute and a new kind of storage next to our object-based storage cloud.  The compute storage is based on Ceph, which grew out of UC Santa Cruz’s awesome Storage Systems Research Center.   It gives our researchers access to try out the applications and services they build - Data as a Service, on a place with straightforward costs.  Remember I mentioned cloud is a business model?  Some of the commercial providers have rates reminiscent of LAN line phone bills.  I did eventually understand the difference of intralata and interlata calls, but the point was you weren’t always sure what it cost when you made a long distance call.  We have a Cloud Broker at SDSC for helping researchers cost out different environments. The idea is that over time most things will scale out to commercial clouds or use the local or private cloud and commercial – a hybrid.  



Data Science for Social Good  
(for San Diego) 

 Modeled after program at U. 
Chicago, Prof. Rayid Ghani 

 UC San Diego with UCSC 

 San Diego + Tijuana, Mexico 

 

   Interested in getting involved?  
DSSG@SDSC.edu 
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In closing I want to tell you about a favorite project of mine that brings together all those topics we just discussed – cloud, big data, data science and the internet of things.  We at UC San Diego and partnering with our friends at UC Santa Cruz, want to replicate the Data Science for Social Good initiative introduced by Dr. Rayid Ghani at the Univ. of Chicago.  It brings together data scientists, domain scientists and the community to examine data-driven issues that have the potential to help a wide swath of the public.  This model has been employed in Chicago and replicated in Atlanta.  We think San Diego is an exciting next spot, especially with our interconnectedness with our sister city, Tijuana in Mexico. 
Projects might include ‘Citizen Scientist’ Crowdsourced Data Collection and Analysis, e.g. Tracking Wildlife, Bird, Insect Populations. 
Exploring the Relationships and Opportunities Between Community Gardens, Parks and Crime Rates 
Health Indicators and Mass Transit Effects 
Economic Impact and Modeling of Border Wait Times 
Modeling Rain Water Collection Potential 
 We hope to hold a workshop this year and to begin allocating resources to enable data science innovation in our community.  If you’re interested in tracking the project, please email us at dssg@sdsc.edu.



 
Christine Kirkpatrick 
christine@sdsc.edu 

Questions? 
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Now you can really appreciate this meta graphic with cloud hugging the internet of things.  Hopefully you feel more comfortable with the terms.  If not literate enough for brown bag or cocktail party discussions, at least aware that the conversation is about Data Science and messy data and that everyTHING is quietly becoming an internet-capable device.  Any questions or comments?  We’re going to open the lines now.
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